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loudspeakers

Abstract—In this paper, we address an important __(fromremote end)
problem in high-quality audio communication systems. Left
Acoustic echo cancellation with stereo signals is genersll
an under-determined problem because of the generally
important correlation that exists between the left and right
channels. In this paper, we present a novel method of
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significantly reducing that correlation without affecting the ca;f:l;?ler i () r room acoustics

audio quality. This method is perceptually motivated and

combines a shaped comb-allpass (SCAL) filter with the estimated echo echo
injection of psychoacoustically masked noise. We show that double-talk
the proposed method performs significantly better than - output * microphone and noise
other known methods for channel decorrelation. (to remote end)

|. INTRODUCTION Fig. 1. Stereo echo cancellation system.
One of the main problems encountered by video-

conference users is the presence of acoustic echR.audio quality.

Sound produced by the loudspeakers is received byrq paper is divided as follows. Section II

the microphones and sent back to the remote UsefSisents an overview of the stereo acoustic echo

This creates an echo, as users hear the sound.Qfceliation problem. Sections Iil and IV describe
their own voice with a delay. As videoconferencgg g different parts of the algorithm, respectively

acoustic echo becomes harder. One of the majpithms and Section VI concludes this paper.
difficulty in stereo echo cancellation is the strong

correlation that exists between the left and right
channel, making it harder or even impossible to [I. OVERVIEW AND MOTIVATIONS
estimate the echo filter.

For that reason, it is necessary to reduce theln a multi-channel audio system, there usually
correlation between channels [1]. This can be doegists a correlation between channels (loudspeak-
by altering the signals using some form of norers) that causes the filter optimisation problem to
linear transformation, as illustrated in Fig. 1. Modte under-determined. This means that it can be
of the methods proposed so far to reduce intampossible to determine the exact contribution of
channel correlation tend to introduce too muokach loudspeaker in the captured echo because there
audible distortion to the signal, especially for musiare an infinity of solutions. It is desirable to max-

In this paper, we propose a non-linear processiingise the audio quality, while minimising the inter-
that closely matches human perception to maximiskannel coherence. The square coherence is defined
decorrelation while minimising the negative impadas [2]:
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where S.(f) denotes the cross-spectrum operator. psycho | [
Assuming there is no linear transformation involved “hodel | teshold
in the process, the equivalent frequency-dependent
signal-to-noise ratio (SNR) can be expressed as: Fig. 2. Overview of the algorithm (for each channel)

-1
SNR(f) = ( 21( - 1) ©
Tay [1l. SHAPED COMB-ALLPASS (SCAL)

Many of the approaches proposed so far to re- FILTERING
duce inter-channel coherence have focused on using
memoryless non-linearities [2]. The main advantageAllpass filters have a flat frequency response with
of memoryless non-linearities is that they are ea§pn-linear phase and can be represented by the
to compute. However, non-linearities of this kin@eneral form:
introduce inter-modulation distortion, which quickly N .
degrades sound quality. Also, there is little control A(z) = L+ 3 a2 (3)
regarding how much perturbation is caused as a 1= apz®
function of frequency.

Another popular approach is to alter of the pha
of the signal in a time varying way [3], [4]. The
time-varying aspect of the transformation is im- N N N
portant because the transformation would otherwise Az) = D=1 Ok ? +2z (4)
be linear and thus unable to reduce inter-channel 1= agz"
coherence. The phase of an audio can be altered ,
either through the use of an all-pass filter, or in the A filtér of the form of Eq. 4 is generally hard

%éﬁe transfer function in Eg. 3 can be made causal
y adding a constant delay, which leads to:

short-term Fourier transform (STFT) domain. 0 design. However, it is possible to alter the phase
The algorithm we propose in this work wasimilarly across all frequencies by using a simple
designed to reach the following goals: comb-allpass filter:
« Minimising inter-channel coherence N
« Maintaining good quality audio Al = & +z 5
) . ! (2) > (5)
. Not altering stereo image in an unpleasant way l—az

» Not |ntrodu0|r_lg addltloqal delay . The filter in Eq. 5 combines an all-pole comb
Because latency is a very important aspect in thgar 1o 4 maximum-phase all-zero comb filter, so

perception of acoustic echo, it is not acceptabjfie noles and zeros are equally spread along the
for the proposed algorithm to introduce addltlonql}equency axis.

latency. However, it is still possible to use block- For the processing to be non-linear, it is required

based [processing beFa“S? It is _assumed that tt@@ary the parameter controlling the filter. This is
transmission and coding (if any) is performed OBchieved through using overlapping windows with a
blocks. . constanty for each window. We use both an analysis
T.he. strategy we propose for. dgcprrelgtlng trWindow and a synthesis window to prevent any
aUd'O_'S lllustrated in Fig. 2 and is divided into tWOoIocking artifacts. The signal is then reconstructed
steps.. _ ) ) . using weighted overlap-add (WOLA). Because all-
- Time-varying phase alteration (mainly at high5ss’ filtering is a time-domain process, no extra
frequencies) , _ delay is added because at any given time, we do not
. Addlltlon of psychoacogstlca||y-maSked NOISReed to apply the allpass filter on whole window. For
(mainly at low frequencies) the analysis-synthesis WOLA process, we choose



the Vorbis window [5], which meets the Princen- s - - ey ——
Bradley criterion [6] and is defined as: 0.9 beta =05 §

h(n) = sin (g sin? (%)) (6)

When using a filter of ordew, there areV points 8
on the unit-circle where the phase response is zerg,
regardless ofv. In other words, there are frequencies’
where no decorrelation occurs. For this reason, it is

coherence

necessary to also vary the ord®r of the filter in 02t

so that the “nulls” in the phase response change as | . . . .

a function of time. “o 5000 10000 15000 20000
Interaural phase difference (IPD) is an important Frequency (Hz)

localisation cue at lower frequencies, so the huma@. 3. Effect of thetilt parameterg on the square coherence

ear is more sensitive to phase distortion in thenction for white, Gaussian noise

low frequencies. For that reason, it is important

to “shape” the phase modulation as a function of

frequency. It is desirable to introduce less distortion V. PSYCHOACOUSTICALLY-MASKED NOISE

to the phase at lower frequencies than at higherThe SCAL processing in Section Il is mainly

frequencies. To do so, we propose a shaped coreffective for frequencies above 2 kHz. For lower

allpass (SCAL) filter of the form: frequencies, the ear is more sensitive to phase dis-
] . N tortion (altering stereo image), so it is preferable to

A(z) = a(l—fz7") +z (7) inject noise that is uncorrelated to the audio signal.
L —a(=pz N +27N) In this work, we use the psychoacoustic model from

where o controls thedepth of the filter and s the Vorbis audio codec, as described in [7]. The

controls thetilt. Stability is guaranteed (sufficientoutput of the psychoacoustic model determines the

condition) as long as amount and spectral shape of the noise that can be
added without significantly altering perceptual audio
la| (14+8]) <1 (8) quality. The psychoacoustic model is also tuned to

_ _ Introduce less noise in higher frequencies because
The effect of thetilt parameter; demonstrated in y4se are already decorrelated by the SCAL filter.
Fig. 3 and can be explained by the fact that&S  The noise to be added is generated in the fre-
increases, the poles and zeros of the all-pass ﬁ'Eﬁfency domain. Again, we make use of weighted
move closer to the unit circle at high frequenciesyeriap-and-add to reconstruct the time-domain sig-
and away from the unit circle at lower frequencieg,y| Tq avoid adding a delay to the signal of interest,
For each new window, once the orde¥ is qny the noise is delayed and added to the (non-
determined, we choose for each frame as: delayed) input signal. This is made possible because
1—¢ of the temporal masking effect. The amount of
’rlﬁl> (9) decorrelation is controlled by the gainapplied to
the noise before adding it to the signal.
wherer, is a uniformly-distributed random variable Because we are adding a random signal during
chosen in thé—r,,.., "maq:| range (typicallyr,,.. = the WOLA process, it is the power that is added
0.6) and ¢ < 1 controls the distance to the uniand not amplitude. For that reason, we again need
circle of the high frequency poles. The SCAL filteto use a window that satisfies the Princen-Bradley
has an overall complexity of only 23 operations periterion, and choose the window in Eq. 6.
sample, which is negligible when compared to the In practice, this step can be made very simple if
complexity of the adaptive filtering used to canceln audio codec is already used in the system. If the
the echo. codec has a low bit-rate, then it already introduces

a(N) = min <(a(N — 1)+ 1)



correlation. Otherwise, it is usually possible to rehis reason, we propose the Bark-weighted square
cover the masking curve from the bit-stream armbherence, which we define as:

use it to generate th_e noise. Thi_s makes it pos_sible DY {GALERE)

to keep the complexity low, again not contributing Yo = TS ) (11)
significantly to the total complexity of the echo ' L

cancellation process. where B'(f) is the derivative of the Bark scale

function B(f), defined as:
V. EVALUATION AND RESULTS

_ f ’
In this evaluation, we compare three different® (/) = 13 arCtan<1316 +3.5arctan | o0

decorrelation algorithms: (12)
« Proposed algorithm The use of the Bark scale means that each critical
. Smoothed absolute value band is given the same weight when computing the
« First-order, time varying all-pass filter coherence value. .

First, the smoothed absolute value non-linearity js !N Order to evaluate quality, we use the ITU-R

defined as: BS.1387 Perceptual Evaluation of Audio Quality

(PEAQ) recommendation [8]. We use the basic
z(n) = z(n) + ay/22(n) + 2 (10) version implementation by Kabal [9)with eight
_ _ different audio excerpts. Six of them (piano, fe-
with ¢ = 0.650, as recommended in [2]. Wemgle speech, male speech, glockenspiel, castanets,
[2] to be among the best memoryless non-Iinearit@uanty Assessment Material (SQAM), while the

mented as described by [3] but using, = —.985 music. We consider the worst-case scenario of a
tO- account fOI’ the dlfferent Samp“ng rate Used mOnO S|gna| go|ng through both |oudspeakers’ SO
this work. the initial coherence is (by definition) equal to 1.

The block-based phase alteration method prgj| excerpts are sampled at 44.1 kHz.

posed in [4] was excluded from the comparison The algorithms are tested in six configurations:
because the boundary artifacts caused by the block p1- Proposed algorithng = 0.62, v = 0.6
processing at high sampling rate causes major qual; p2: proposed algorithn = 0.36, v = 1.0

ity degradation, even for very small amounts of , p3: proposed algorithn = 0.18, v = 1.67
decorrelation. While a WOLA approach could be , p4: Smoothed absolute value = 0.3

use_d, i_t would involve a(_jditiqnal delay, something , p5: Smoothed absolute value = 0.6
which is not acceptable in this context. . P6: First-order all-pass filtety,,;, = —0.985

In both the proposed algorithm and the first-order )
all-pass filter, there is a random component, so it Quality and Coherence
possible to independently process each channel wittPEAQ quality results in Table | show clearly that
the algorithm. On the other hand, applying the sarf& and P5 alter quality in an unacceptable (values
memoryless nonlinearity (smoothed absolute valbelow -1.5) way for most samples, while P6 has
in this case) to each channel would not reduce thery unequal quality. Outside of the obvious results
coherence. For that reason, we invert the sign of tfeeg. P1 outperforms P2, which outperforms P3),

« used for each channel. a (paired) Student’s t-test reveals with 95% confi-
dence, that all configurations of the proposed algo-
A. Methodology rithm (P1, P2, P3) outperforms all other algorithm

We evaluate the algorithms by considering tteonfigurations (P4, PS5, P6). The only exception is
amount of de-correlation they provide and thdat P3 is considered to outperform P6 with only
degradation in quality they cause. The coherence8@% confidence.

Eq. 1 'S_ defined as a funCtl(_)n of frequency’ which 'Source code for the software is available from McGill Unaigr
makes it hard to compare different algorithms. Fat: http:/iwww-mmsp.ece.mcgill.ca/Documents/Software



TABLE |

PEAQ OBJECTIVE DIFFERENCEGRADE RESULTS FOR ALL 0 T T T T o
SAMPLES. HIGHER (CLOSER T00) IS BETTER NUMBERS IN BOLD -04 ° o, ;\'
3]
(LESS THAN-1.5) ARE CONSIDERED TO CAUSE SIGNIFICANT B . 0% “
(UNACCEPTABLE) DEGRADATION. o - o °
Q o
OC)_l.S' o
| Excerpt | P1 | P2 | P3| P4 | P5 [ P6 | 5
Piano 050] -1.36| -2.72] 314] -3.78| 388] & 4 o .
Female speech -0.31 | -0.51| -0.83 | -2.63 | -3.62 | -0.72 2 L5 2 piH
Guitar -0.30| -0.36 | -0.54 | -0.60 | -1.94 | -0.30 '§ ° . o P2
Male speech | -0.42 | -0.71 | -1.16 | -1.29 | -2.77 | -0.53 o -3t . o P3f
Glockenspiel | -0.69 | -1.41 | -2.16 | -3.88 | -3.90 | -3.91 © ¢ 6 P4
Suzanne Vegal -0.34 | -0.50 | -0.86 | -1.59 | -3.06 | -0.63 -3.9 . . « P5A
Castanets -0.59| -0.62 | -0.86 | -3.81 | -3.89 | -0.67 i * com O P6
Quartet -0.14 | 057 | -1.07 | -2.23| -353 | -1.87 —4 04 05 06 07 o8 09 1
Square coherence (Bark-weighted)
TABLE I Fig. 4. Quality as a function of the coherence. Top-left istpe
BARK-WEIGHTED SQUARE COHERENCEL OWER IS BETTER bottom-right is worst.
| Excerpt | P P2 P3| PA] P5] P6 |
Piano 0.69] 0.52| 0.38] 0.48] 0.38| 0.711 C. Analysis of Individual Algorithms
Female speech 0.78 | 0.63 | 0.43 | 0.73 | 0.51| 0.91 . ) ) .
Guitar 0781 063|042 0.731 036 092 Listening to the samples makes it possible to
Male speech | 0.77 | 0.65| 0.37 | 0.77 | 0.51 | 0.91 identify the various artifacts caused by the different
Glockenspiel | 0.66 | 045 | 0.35 | 0.69 | 0.67 | 0.35 algorithms and make the following remarks.
Suzanne Vegal 0.78 | 0.66 | 0.44 | 0.80 | 0.46 | 0.91 1) P d al ithmWhil t] | Is (P1
Castanets | 0.77 | 0.64 | 041 | 0.77 | 0.72| 0.81 ) Proposed algori 1mWhile at low evg;( )
Quartet 0.79| 0.63 | 0.44 | 0.64 | 0.39| 0.86 the output of the algorithm is difficult to distinguish

from the original, higher levels (P3) are charac-
terised by a “flanging” effect that is also reflected in
the stereo image. In some samples, some harshness
Inter-channel coherence for the same samplgs also be perceived (effect of noise injection). It
is shown in Table Il. Based on these reSUItS, W&in be observed from the equiva|ent SNR (See Eq
can conclude that P3 provides better decorrelatigy in Fig. 5 that the proposed algorithm is able to
(lower coherence) than any other algorithm confightroduce a large amount of distortion in the signal
uration. P2 is considered to also decorrelate mgjgile still maintaining good audio quality (objective
than all other algorithms, with the exception of Pﬁjiﬁerence grade of -0.36 for the examp|e Shown)_
P1 decorrelates more than P6 (only 80% confidence)z) Smoothed absolute valueBeing a non-
and less than other configurations. linear function, the smoothed absolute value pro-
The quality and coherence results are summarisggces inter-modulation distortion. On harmonic sig-
in Fig. 4. It can be clearly observed that the pravals such as speech, the distortion is perceived
posed algorithm not only performs better than thg additional harshness. However, on tonal non-
other algorithms, but is also much more constaharmonic signals such as the glockenspiel, the inter-
across all audio excerpts, both in terms of qualityiodulation distortion effect causes new tones to
and inter-channel coherence. appear in some regions of the spectrum. The spectra
Subjective evaluation conducted informally withn Fig. 6 show that the tones may even appear at
three listeners based on the MUItiple Stimuli withow frequencies, which has the effect of changing
Hidden Reference and Anchor (MUSHRA) [10the perceived fundamental frequency.
methodology are consistent with the PEAQ results The last artifact can be observed in the castanets
and also show a preference for the proposed algample. Because castanets have strong time-domain
rithm (P1, P2 and P3 ranked higher than any of ti@pulses, the smoothed absolute value causes one
others on average). of the channels to be amplified more than the
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Fig. 5. Equivalent Signal-to-Noise Ratio (SNR) for P2 on ¢jugtar
sample as a function of frequency.
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Fig. 6. Effect of intermodulation distortion on Glockeralpfor
smoothed absolute value (P4). Lower curve: reference, rupjree:
distorted. It can be observed that new tones are created.

VI. CONCLUSION

In this paper, we have demonstrated that it is
possible to decorrelate the left and right channels in
a video-conference application without significantly
affecting the audio quality. The proposed method
includes a shaped comb-allpass (SCAL) filter to
decorrelate the higher frequencies and psychoacous-
tically masked noise injection at lower frequencies.

The proposed method was shown to outperform
other existing methods both in terms of quality and
amount of decorrelation provided. Moreover, the
total complexity of the proposed algorithm is kept
small so that it does not significantly increase the
complexity of a complete echo cancellation system.
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